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 Abstract 

 

Particle systems [1] are a commonly used technique for simulating physical systems. In this document 
we will describe how to efficiently implement a particle system in CUDA, including interactions 
between particles using a uniform grid data structure. 

 

 

Figure 1. Particle simulation in CUDA. 
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Introduction 

Particle-based techniques are used in many applications - from interactive simulation of fluids and 
smoke for games to astrophysics simulations and molecular dynamics. Recent research has also 
applied particle methods to soft body and cloth simulation [4], and there is some hope that one day 
these techniques will allow an efficient unification of rigid, soft body and fluid simulations where 
everything can interact with everything else seamlessly. 

There are two basic types of simulation – Eulerian (grid-based) methods, which calculate the 
properties of the simulation at a set of fixed points in space, and Lagrangian (particle) methods, 
which calculate the properties of a set of particles as they move through space. 

Particle-based methods have several advantages over grid-based methods. 

 They only perform computation where necessary. 

 They require less storage and bandwidth since the model properties are only stored at 
the particle positions, rather than at every point in space. 

 They are not necessarily constrained to a finite box. 

 Conservation of mass is simple (since each particle represents a fixed amount of mass). 

The main disadvantage of particle-based methods is that they require a very large number of particles 
to obtain realistic results. There are also techniques (such as the particle level-set method) that 
attempt to combine the strengths of both methods. 

Fortunately, it is relatively easy to parallelize particle systems and the massive parallel computation 
capabilities of modern GPUs now makes it possible to simulate large systems at interactive rates. 

This document describes how to implement a simple particle system in CUDA, including particle 
collisions using a uniform grid data structure. 

The accompanying code is intended to provide a framework to which more complicated particle 
interactions such as smoothed particle hydrodynamics [2, 3] or soft body simulation can be added. 
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Demo Usage 

Press ‘v’ to enter view mode. In view mode: 

 Hold down the left mouse button to rotate the camera. 

 Hold down the middle mouse button to translate the camera. 

 Hold down the left and middle buttons and move up and down to zoom.  

Press ‘m’ to change to move mode, where you can move the collision sphere to interact with the 
particles. 

Press ‘1’ or ‘2’ to reset the particles. ‘3’ drops a ball of particles into the system. 

Press ‘h’ to display the sliders, which enable you to modify the simulation parameters interactively. 

For an interesting effect, try turning the gravity to zero, and the collision attraction to 0.1. This will 
cause the particles to group together like a sticky substance. 

If you have a compute capability 1.1 GPU, you can enable the atomic processing path by editing the 
file “particles_kernel.cuh” so that USE_SORT is set to 0, and changing the custom build setup on 
“particleSystem.cu” so that nvcc is called with “-arch=sm_11”. 
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Implementation 

There are three main steps to the performing the simulation: 

1. Integration. 

2. Building the grid data structure 

3. Processing collisions 

Rendering of the particles is performed using OpenGL, making use of point sprites and a GLSL 
pixel shader that makes the points appear spherical. 

Integration 

The integration step is the simplest step. It integrates the particle attributes (position and velocity) to 
move the particles through space. We use Euler integration for simplicity - the velocity is updated 
based on applied forces and gravity, and then the position is updated based on the velocity. Damping 
and interactions with the bounding cube are also applied in this stage. 

The particle positions and velocities are both stored in float4 arrays. The positions are actually 
allocated in an OpenGL vertex array object (VBO) so that they can be rendered from directly. This 
VBO memory is mapped for use by CUDA using “cudaGLMapBufferObject”. The arrays are 
double-buffered so that updating the new values will not affect particles not yet processed. 

Particle-Particle Interactions 

It is relatively simple to implement a particle system where particles do not interact with each other. 
Most particle systems used in games today fall into this category. In this case each particle is 
independent and they can be simulated trivially in parallel. 

The “nbody” sample included in the CUDA SDK includes interactions in the form of gravitational 
attraction between bodies. It demonstrates that it is possible to get excellent performance for n-body 
gravitational simulation using CUDA when performing the interaction calculations in a brute-force 
manner – computing all n2 interactions for n bodies. The use of shared memory means that this 
method does not become bound by memory bandwidth. 

However, for local interactions (such as collisions) we can improve performance by using spatial 
subdivision. 

The key insight here is that for many types of interaction, the interaction force drops off with 
distance. This means that we can compute the force for a given particle by only comparing it with all 
its neighbors within a certain radius. 

Spatial subdivision techniques divide the simulation space so that it is easier to find the neighbors of 
a given particle. 
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Uniform Grids 

In this sample we use a uniform grid [11], which is the simplest possible spatial subdivision. (The 
techniques described could be extended to more sophisticated structures such as hierarchical grids, 
but we don’t discuss this here.) 

A uniform grid subdivides the simulation space into a grid of uniformly sized cells. For simplicity, we 
use a grid where the cell size is the same as the size of the particle (double its radius). This means that 
each particle can cover only a limited number of grid cells (8 in 3 dimensions). Also, if we assume no 
inter-penetration between particles, there is a fixed upper bound on the number of particles per grid 
cell (4 in 3 dimensions). 

We use a so-called “loose” grid, where each particle is assigned to only one grid cell based on its 
center point. Since each particle can potentially overlap several grid cells, this means that when 
processing collisions we must also examine the particles in the neighboring cells (3 x 3 x 3 = 27 in 
total) to see if they are touching the particle in question. This method allows us to bin the particles 
into the grid cells simply by sorting them by their grid index. 

The alternative approach, where particles are stored in every cell that they touch, requires less work 
when processing collisions, but more work when building the grid, and is generally more expensive 
on the GPU in our experience. 

The grid data structure is generated from scratch each time step. It is possible to perform incremental 
updates to the grid structure on the GPU, but this approach is simple and the performance is 
constant regardless of the movement of the particles. 

We examine two different methods for generating the grid structure. 

 

Building the Grid using Atomic Operations 
 

On GPUs that support atomic operations (compute capability 1.1), there is a relatively simple 
algorithm for building the grid. Atomic operations allow multiple threads to update the same value in 
global memory simultaneously without conflicts. 

We use 2 arrays in global memory: 

gridCounters – this stores the number of particles in each cell so far. It is initialized to 
zero at the start of each frame. 

gridCells – this stores the particle indices for each cell, and has room for a fixed 
maximum number of particles per cell. 

The “updateGrid” kernel function updates the grid structure. It runs with one thread per particle. 

Each particle calculates which grid cell it is in, and uses the atomicAdd function to atomically 
increment the cell counter corresponding to this location. It then writes its index into the grid array 
at the correct position (using a scattered global write). We clamp the cell particle count so that it 
doesn’t exceed the maximum number of particles per cell. 

Figure 2 shows a simple example with 6 particles in a 2D grid. 
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Figure 2 – Uniform Grid using Atomics 

 

Note that the global memory writes in this pass are essentially random (depending on the position of 
the particles), and so will not be coalesced. In addition, if multiple particles write to the same cell 
location simultaneously, the writes will be serialized, causing further performance degradation.  

This method assumes a fixed maximum number of particles per grid cell. It can be extended to 
support a variable number of particles by using a two-pass approach. In the first pass, we count the 
number of particles per grid cell using an atomic increment as above. We then perform a parallel 
prefix sum (scan) operation to calculate the destination addresses for each particle (see the “scan” 
sample in the SDK). In the final pass we examine all the particles again, and write them to 
contiguous locations in the grid array using the results of the scan. Note that this is a very similar 
algorithm to a single pass of a parallel radix sort. 

 

Building the Grid using Sorting 
 

An alternative approach which does not require atomic operations is to use sorting. 

The algorithm consists of several kernels. The first kernel “calcHash” calculates a hash value for 
each particle based on its cell id. In this example we simply use the linear cell id as the hash, but it 
may be beneficial to use other functions such the Z-order curve [8] to improve the coherence of 
memory accesses. The kernel stores the results to the “particleHash” array in global memory as 

a uint2 pair (cell hash, particle id). 

We then sort the particles based on their hash values. The sorting is performed using the fast radix 
sort provided by the CUDPP library, which uses the algorithm described in [12]. This creates a list of 
particle ids in cell order. 

In order for this sorted list to useful, we need to be able to find the start of any given cell in the 
sorted list. This is achieved by running another kernel “findCellStart”, which uses a thread per 
particle and compares the cell index of the current particle with the cell index of the previous particle 
in the sorted list. If the index is different, this indicates the start of a new cell, and the start address is 
written to another array using a scattered write. The current code also finds the index of the end of 
each cell in a similar way. 

Cell 
id 

Count Particle 
id 

0 0  

1 0  

2 0  

3 0  

4 2 3, 5 

5 0  

6 3 1, 2, 4 

7 0  

8 0  

9 1 0 

10 0  

11 0  

12 0  

13 0  

14 0  

15 0  

10 

1 2 3 

5 6 7 

14 

2 

0 

1 

4 

9 11 

13 15 

4 

8 

12 

3 

5 
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Note that this method was not possible on pre-CUDA architectures because of the lack of scattered 
memory writes and a binary search would have to be used instead [9]. 

Figure 3 demonstrates creating the grid using the sorting method. 

 

 

Figure 3 – Uniform Grid using Sorting 

 

As an additional optimization, we re-order the position and velocity arrays into sorted order to 
improve the coherence of the texture lookups during the collision processing stage. 

 

Particle Collisions 

Once we have built the grid structure we can use it to accelerate particle-particle interactions. In the 
sample code we perform simple collisions between particles using the DEM method [5]. This 
collision model consists of several forces, including a spring force which forces the particles apart, 
and a dashpot force which causes damping.  

Each particle calculates which grid cell it is in. It then loops over the neighboring 27 grid cells (3x3x3 
cells) and checks for collisions with each of the particles in these cells. If there is a collision the 
particle’s velocity is modified. 

Performance 

On most hardware the sorting-based algorithm achieves the highest performance. This is because the 
sorting improves the memory access coherency when performing the collisions, and also tends to 
reduce warp divergence (particles in the same warp tend to be close together in space and therefore 
have similar numbers of neighbors). 

The atomic-based method is also more sensitive to the distribution of the particles, with random 
distributions being significantly slower. 

Index Unsorted list 
(cell id, particle id) 

List 
sorted by 
cell id 

Cell 
start 

0 (9, 0) (4, 3)  

1 (6, 1) (4, 5)  

2 (6, 2) (6, 1)  

3 (4, 3)  (6, 2)  

4 (6, 4) (6, 4) 0 

5 (4, 5) (9, 0)  

6   2 
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8    

9   5 
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Memory accesses to fetch the neighboring particles’ positions and velocities will typically be non-
coalesced. For this reason we bind the global memory arrays to textures and use texture lookups 
(tex1Dfetch) instead, which improves performance by up to 45% since texture reads are cached.  

The code included in the CUDA SDK can simulate 65,536 colliding particles at about 175 frames per 
second (fps) in the steady state on a GeForce GTX 280. Improvements in the Fermi architecture 
mean that the same code on a GeForce GTX 480 runs at around 460 frames per second, more than 
two and a half times faster. 

Conclusion 

The ability of CUDA to perform scattered memory writes makes it possible to build dynamic data 
structures directly on the GPU. Sorting can be used to bin particles into a uniform grid, and also 
improves memory coherence when accessing the grid. This combined with the computational power 
of the GPU makes it possible to simulate large systems of interacting particles at interactive rates. 

The code included in this sample is by no means optimal and there are many possible further 
optimizations to this algorithm [see 10 and 13 for details]. 
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